
Semester FIVE
Course Major (Paper 1)
Paper Code C3ST230511T
Paper Title Statistical Inference II
No. of Credits 4
Theory/Composi
te/
Practical

Theory

Minimum No. of 
preparatory hours 
per week a student
has to devote

4

Number of 
Module

TWO

Syllabus Module-I 
Sufficiency, Completeness and Exponential family of distributions. [6L]

Factorization theorem. Minimum variance unbiased estimator (MVUE), Rao-Blackwell
and Lehmann-Scheffe theorems and their applications. [10L]

Cramer-Rao inequality and MVB estimators [4L]

Maximum Likelihood Estimator and its properties. [6L]

Module-II 
Most powerful test, uniformly most powerful test, Neyman Pearson Lemma (statement and
applications to the construction of most powerful test), Unbiased test. [9L]

Likelihood Ratio test and its properties. (without proof) [10L]

Sequential Probability Ratio Test (SPRT) for simple vs simple hypotheses. 
Fundamental relations among α, β, A, and B. [statement only]            [3L] 
Wald’s fundamental identity. Operating Characteristics (OC) and Average Sample
Number (ASN) functions [statement only]. Problems based on Normal, Poisson, Binomial,
and Exponential distributions.                                                         [4L]

Learning 
Outcomes

o To understand the basic notions and methods of point estimation. 
o To understand the notion of MVUE. 
o To know the different methods to generate MVUE. 
o To understand the Neyman Pearson approach to tests of significance.
o To understand the likelihood approach to tests of significance and its general 

applicability. 
o To understand the link between the Neyman Pearson and likelihood approach.
o To understand the basic difference between a fixed sample approach and the 

sequential approach to testing of hypotheses.
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Evaluation CIA:                30
End-Sem:        70  
Total:             100
Module-I (35 marks) Module-II (35 marks)Paper Structure for

Theory Semester 
Exam

To answer Short: 4 out of  6 (5 marks)
                  Long: 1 out of  2 (15 marks)

To answer Short: 4 out of  6 (5 marks)
                  Long: 1 out of  2 (15 marks)


